
 

Abstract

 

-- The progress in information retrieval, computer
vision and image analysis makes possible to establish very
complete bases of algorithms and operators. A specialist in
remote sensing or image processing has the tools now
allowing him, at least in theory, to configure applications
solving complex problems of image understanding. How-
ever, in reality, the Earth Observation data analysis is still
performed in a very laborious way at the end of repeated
cycles of trial and error. To this end we propose a novel
advanced remote sensing information processing system,
based on Human Centered Concepts, which implement
new features and functions allowing improved feature
extraction, search on a semantic level, the availability of
collected knowledge, interactive knowledge discovery and
new visual user interfaces. 

 

I.     PRELIMINARIES

Madhok and Landgrebe introduced a novel process model for
remote sensing data analysis [1]. The process is modular and
analyst driven, it enables collaboration across disciplines and
project elaboration and management. And, may be the most im-
portant characteristics of the process model, is the ability to
concentrate on the user’s skills and needs, more than on the
deep mathematical background of the embedded algorithms,
and to be in fact a “communication” media. 

This article is a “letter” acknowledging the Madhok and
Landgrebe work and sustain it with the presentation of a similar
concept [2,4]. 

II.     MOTIVATION

Modern imaging sensors, especially those aboard satellites,
continuously deliver enormous amounts of data. The wide-
spread of meter resolution images, is not only exploding the
volumes of acquired data but also brings a new dimension in the

image detail, thus fantastically growing the information con-
tent. These represent typical cases, where users need automated
tools to explore and understand the contents of large and high
complexity images. Without new theoretical concepts, methods
and novel technological support, the existing volume of data
prevents any systematic exploitation of Earth Observation (EO)
data.

The progress in information retrieval, computer vision and
image analysis makes possible to establish very complete bases
of algorithms and operators. A specialist in remote sensing or
image processing has the tools now allowing him, at least in
theory, to configure applications solving complex problems of
image understanding. However, in reality, the EO data analysis
is still performed in a very laborious way at the end of repeated
cycles of trial and error, without reaching the desired degree of
adaptability and robustness. Also, the existing methodologies
are prohibitive for the analysis of large volumes of data, and un-
able to discover relevant causalities or associations among the
objects in the data sets, neither to reuse information or knowl-
edge set up in other applications. 

There is a strong need to have environments for development
allowing a user to configure an application of image under-
standing, or to formulate information retrieval, without know-
ing the operators needed to represent the image information
content at signal level, instead, the system can learn the user
conjecture corresponding to interpretations which the user
makes and to the concepts he is using in connection with this
same image. This calls up synergetic integration of stochastic
modelling of images, knowledge discovery and artificial intel-
ligence, handling of formal representations, semantic represen-
tations of images and multi-agents systems implementing
emerging functions.
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III.     PRINCIPLE AND METHODOLOGY

The decreasing cost of fast computers and large storage de-
vices and the increasing speed of networks enable the manage-
ment of large amounts of EO data, information and knowledge.
However the capacity to understand data is further rather limit-
ed. Thus, an important and urgent priority is to develop new
methodologies to metamorphose the computer from a machine
used for solving difficult problems, into effective means for
communicating with other people and machines. The concept to
implement such a system, is to split the task in the most appro-
priate way to exploit the computer skills and to adapt to the hu-
man behavior. 

The concept was applied by implementing the Knowledge
Driven Image Information Mining (KIM) system and being de-
veloped in collaboration with Advanced Computer Systems
(ACS) under ESA contract [2]. The basic principle is to split the
processing in two parts, with the following characteristic:

 

Data driven processing

 

• off-line
• computational/time intensive task
• integration of libraries of novel algorithms for image 

parameter estimation
• the estimated parameters are generic, they represent charac-

teristics of stochastic processes, and are application inde-
pendent

• the processing is an objective coding of the image informa-
tion content

 

User driven processing

 

• on-line
• interactive
• fast image analysis tool, for classification, data fusion, and 

object detection.
• real-time at user reaction time
• a machine learning process
• Human Machine Interaction as a dialog based on positive 

and negative examples
• communication via visual and semantic channels
• relevance feedback 
• knowledge based and driven
• adaptation to the user conjecture

Thus the computer helps by determining the options, suggests
solutions or results, selects and suggests actions and human may
approve it, informs human about the course of actions, human
may direct actions by abstract expression of interest.

Computer does intensive numeric tasks, but also learns form
humans and later can help other users to take decisions or ac-
tions. However, the human is at the end in the centre of the task,
by his continuous interaction, and by the knowledge he transfers
to computers.

• Modelling the image formation process
• To arrive at a satisfactory solution adapted to the user’s 

needs, it is necessary to describe and analyze the image for-
mation and the data acquisition processes. 

A simplified image formation process is presented in Fig. 1.
Images are recorded in order to obtain useful information about
a scene, or an environmental process. The image formation pro-
cess assumes illumination of the scene with given radiation:
light, laser, microwaves, etc. The reflected radiation contains
information about the scene geometry, like shape, shadows, or
textures, and also scattering information about the physical
quantities, like gas concentrations, humidity, or speed of the
wind. The reflected radiation, called cross-section, propagates
to a sensor. The propagation can be affected by disturbances,
e.g. refraction or absorption by the atmosphere. The sensor
records the incident field and transforms it into an electrical sig-
nal, later visualized as an image. 

Thus, the model for the image formation process can be sum-
marized as the chained causalities [3]. Where 
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The propaga-
tion and the sensor are modeled by an operator 

 

H

 

 and the sto-
chastic noise

 

 n, 

 

thus the observed image is 

 

y=H{x,

 

θ

 

}+n.

 

Based on the above considerations, and assuming that the ob-
served data is recorded by a certain sensor, we identify two
types of 

 

classical 

 

problems: 

• Image understanding, i.e. given an observed image, recon-
struct and recognize the structures in the undisturbed 
image, the cross-section, e.g. image segmentation, edge or 
texture recognition, and

• Scene understanding, i.e. given an observed image, recon-
struct the scene identity, e.g. shape from shading or interfer-
ometric methods for land surface reconstruction. 

Figure 1.  A simplified image formation process and the different 
levels of information models and the chain of causalities.



 

Both are information extraction problems of high complexi-
ty, and computational intensive. They are solved either as a pa-
rameter estimation or as an inverse problem. Their solutions are
data driven, and presented many times in numeric form, thus re-
quiring an additional level of interpretation adapted to the user
conjecture. 

Images contain quantitative, objective information, as ac-
quired by an instrument. However, its perception and under-
standing is in form of symbols and semantics in a certain
semiotic context.

Because 

 

people maintain and operate discrete units of lin-
guistic expression at several levels of abstraction

 

, 

 

and people
use the information from their self-monitoring and environmen-
tal-monitoring to dynamically modify and change their cogni-
tively prepared sequence of linguistic expressions as they
continue to execute sequentially ordered discrete expressions

 

[5], the image interpretation needs to adapt to users, to the sym-
bols they are able to recognize and their domain specific seman-
tics. The interpretation of EO data requires not only
information retrieval for understanding of Earth cover struc-
tures, but, at a higher level, needs the aggregation with existing
bodies of knowledge specific to the application fields. Thus,
from this perspective, the interpretation of EO data is a knowl-
edge driven task. The knowledge consists in the ensemble of
existing information, known causalities and other type of asso-
ciations between information and concepts. During the inter-
pretation process new information and causalities are
discovered, thus we have a dual process of knowledge acquisi-
tion. To formalize the knowledge both in knowledge driven in-
terpretation and in the knowledge acquisition we need to define
a hierarchy from the point of view of information categories, as
proposed in the following diagram (Fig. 2). 

The levels of information enable a simple and systematic rep-
resentation of the image content.

The quasi-complete image content description using features
extracted as the basic image primitives, i.e. spectral signatures,
texture parameters, geometrical characterization as geometrical
features, shape descriptors and elements of topology.

The completeness of the description is augmented with

metainformation, i.e. the type of model used for the extraction
of the primitive features, and the scale at which the analysis was
done. The multiscale approach is one of the prerequisites of the
quasi-complete image description.

The clustering is applied for each feature space apart for all
images in an archive, thus is simultaneously a data reduction
and generalization by similarity over the image space. The clus-
ter model is key information to be included in a data base cata-
logue.

At the semantic level the meaning of image objects or struc-
tures is obtained by an interactive learning process fusing the
relevant information extracted from one sensor image data set
or multisensor data and information. 

IV.     KNOWLEDGE DRIVEN INFORMATION 
RETRIEVAL

To this end we propose a novel advanced EO information
processing system which implements new features and func-
tions allowing improved feature extraction, search on a seman-
tic level, the availability of collected knowledge, interactive
knowledge discovery and new visual user interfaces [2].

The Human Centered Concepts, knowledge driven methods
and the associated data management are changing the para-
digms of user / data interaction by providing simpler and wider
access to EO data. Emerging technologies could now provide a
breakthrough, permitting automatic or semi-automatic infor-
mation extraction supported by intelligent learning systems.

Images and other non-visual EO data are realizations of sto-
chastic processes, thus information extraction relies on the ac-
curacy of the models used for the information content. An
important requirement is the robustness of the derived models
for very large volumes of data. Models must describe a broad
data variability, and variety of artifacts, e.g. noise, sensor dis-
tortion, processing artifacts. A quasi-complete representation
of the image content is used in order to build systems that are
independent of any application specificity, and to enable its
open use for almost any scenario. 

Based on the extracted features derived from each model and
from all images in an archive, a new abstract hierarchic level is
defined: the set of signal classes describing characteristic
groups of points in the feature space of the different models.
This is a code, i.e. a vocabulary of characteristic signal classes,
which is valid across all images. It represents the key con-
densed and generalized information to be used further for the
mining process. 

Based on this objective representation, a link can be created
from the subjective user interest to the signal classes. This link
is modeled probabilistically, and is a two level hierarchical
model driven by the user. The model learns the user semantics,
in a certain conjecture, and creates a meaningful structure by
fusing clusters obtained in different feature spaces. A data base
index stores both the identity of the image pixels (spatial index)

Figure 2.  The hierarchy of information used to enable information 
extraction and knowledge representation adapted to the user needs.



 

and of the image (image index). In this way the learning process
establishes associations between all the hierarchic levels of in-
formation representation. 

The hierarchy of information in conjunction with learning
process results in knowledge structures, as the example in Fig.
3.

The concept is based on statistical models and machine learn-
ing methods which "explore and explain" the image informa-
tion. The user can build an image semantics in a free-form text
manner as an visual language for image processing. The
resulted associated semantic content is difficult to derive using
standard computer vision methods. Basically, information
comparable to the results gained during the interactive user
training will be used as existing knowledge for the control of
the retrieval process.

The concept enables automatic categorization and ontology
learning, symbolic representations for abstract bodies of
knowledge, and cognitive visualization techniques. The meth-
ods allow the elaboration of sophisticated communication and
computational concepts designed to amplify human cognitive
and perceptual capabilities in relation with human-machine in-
teraction. The system enables sharing knowledge.

V.     SYSTEM ARCHITECTURE

The concept we elaborated for information retrieval and un-
derstanding of remote sensing images is based on a hierarchical
Bayesian learning model and is implemented in a system with
two levels: 

1. interactive training of the desired image content in terms of 
image features, and user semantics, followed by,

2. generalization and knowledge formalization.

Both levels make use of pre-extracted image parameters. For
computational complexity reasons, the image parameters are
extracted off-line at the time of data ingestion in the archive.
The parameters are extracted for different image scales. In the
next processing step the image parameters are clustered, and
further a signal content index is created using the cluster de-
scription, the scale information, and the type of stochastic mod-
el assumed for the image parameters. A Bayesian hierarchical
decision algorithm (naive Bayes) allows a user to visualize and
to encapsulate interactively his prior knowledge of certain im-
age structures and to generate a supervised classification in the
joint space of clusters, scales, and model types. The user is en-
abled to attach his meaning to similar structures occurring in
different images, thus adding a label in the archive inventory.
This label is further used to specify queries. Fig. 4 presents the
logical diagram of the system. 

The information processing follows the model of our ad-
vanced communication system. Thus, it is splitted up in two
parts: the first one is the data-driven processing, corresponding
to the objective modelling of the communication channel, and
the second one is user-driven, corresponding to the subjective
part of the channel model. 

The core of the system is the database that will host the dif-
ferent catalogues, from image data, features, semantics, to
knowledge catalogues, following a progressive distillation of
information. The database has specific design and customizing
in order to fully exploit advanced concepts, such as semantics
and knowledge management that are not included in standard
spatio-temporal databases.

The overall system is based on a client-server structure and is
intrinsically designed to support web-based remote access
which enables communication at different levels.

Figure 3.   Knowledge acquired based on the hierarchical informa-
tion representation.

Figure 4.  The system consists of two main modules: 1) the first, 
data driven, is responsible for data acquisition, and preprocessing 
for feature extraction, 2) the second, user driven, solves the infor-
mation fusion and interactive interpretation operations and it sup-

ports knowledge based functions.



 

VI.     CASE STUDIES

The classical task in the interpretation of remote sensing data
generally assumes that the source of information is a collection
of images. The methods applied for information extraction are
image enhancement, image segmentation, feature extraction,
fitting physical models to the data, etc. The explosion in sensor
technology, both high resolution and frequently repeat paths,
results in an increasing number of large multimission remote
sensing images available for an application. 

The methods for understanding the image content we devel-
oped are intended to overcome the informational bottle-neck of
classical approaches and also to stimulate the user in finding
new scenarios for data interpretation, e.g. 

 

find all sites contain-
ing cities surrounded by forest

 

. The novel functions presently
provided by the system are: 

• Search by Scale - find all images with relevant structures at 
specified scales,

• Image Content Search - find all images containing a speci-
fied structure or object, e.g. lakes, cities, types of forest, 
etc.,

• Cover-Types by Application Area - the same as the previ-
ous, but the catalogue inputs are clustered by application 
interests, e.g. Meteorology, Hydrology, Geology, 

• Cover-Type Training - interactive generation of new cata-
logue inputs in terms of image content. This is an informa-
tion mining function, allowing the exploration of unknown 
image content in large image collections.

These functions are demonstrated by several projects, using a
broad variety of image data, and addressing very different us-
ers.

 

CASE A. Estimation and classification of mined areas from
high resolution airborne images

 

The project demonstrates tools for the use of airborne images
to help to reduce the suspected mined areas. Millions of mines
are infesting over seventy countries on all continents. They still
maim or kill decades after they were laid. They have enormous
and long-term extremely negative effects on a country.

The main activities carried in the project have been:

1. the data collection, planning and performing fights over 
several suspect areas with high-resolution SAR, and hyper-
spectral sensors, together with a ground-truth mission the 
data processing.

2. Data processing for geometric and radiometric correction, 
co-registration, and extraction of a set of quasi-complete 
set of image primitive features, e.g. radiometric, spectral, 
or polarimetric signatures, texture parameters at different 
scales.

3. Ingestion of the image data and extracted features in an 
integrated environment to support and make the work of 
analysts easier 

 

User interactive derivation of the suspected minefields

 

The human centered procedure proposed was:

1. Selection of learning data sets used to develop and tune the 
procedures, the methods and the algorithms. 

2. Selection of validation sites to be used to validate the pro-
cedures, the methods and the algorithms. 

3. The system is operated by the domain expert knowledge 
and the ground truth specialists.

The following table presents a summary of the data processed
and ingested in the KIM system [2]. 

The following generic features have been extracted:

• SAR despeckled images
• SAR image textures at resolutions 2 m and 4 m
• SAR polarimetric signatures

The delimitation using airborne imagery of areas suspected to
be mined is not an easy task. The ontology of the sensor data
and signal classes correspond to the KIM strategy.

In this assumption the Domain Knowledge can be structured
as:

• Sensor and phenomenology of image formation
• Mitigation: de-mining
• Military: mining

 

Sensor and phenomenology of image formation 

 

The detection of mined fields, compared with other scene
classification tasks, has very high complexity. The difficulties
are in the heterogeneous nature of the observed scene, thus re-
quiring both sensor and information fusion. The sensor fusion
aims at the observation of physical and geometrical scene char-
acteristics, trying to capture complementaries. The information
fusion has as goals first a fission of the observed signals in a
quasi-complete set of primitive attributes, and their aggregation
(fusion) such to be able to detect all, or at least, all possible,
scene structures. The fission is based on utilization of a library
of models for the data, capturing the main attributes: radiomet-
ric or polarimetric, structural, and multiscale. 

The large number of models, and the huge dimensionality of
the feature space, mainly for hyperspectral data, makes the se-
lection, by classical methods, of the appropriated data sets dif-

 

Sensor 
name

Spectral
resolution

Spatial 
resolution

Swath 
width

Radiometric 
resolution

Daedalus 
8 bits line-
scanner 

11 chan-
nels

<1 m 450 m 0.380 & 
2.7 m

SAR 
L-band 
6 bits

HH-VV-
HV-VH

2.5 m 3.5 km 
< 2 dB

 16 bits

SAR 
X-band 

VV 2 m 3.5 km 
< 2 dB 

16 bits



 

ficult. The task can be solved by utilization of the categories of
information stored in KIM (the horizontal ontology). The ex-
pert user - sensor domain - is helped to collect the information
under generic categories, at semantic level, thus communicable
to users in other domains.

 

Mitigation domain knowledge: de-mining 

 

The expert in the de-mining action is using a special set of ob-
jects, structures and interrelations among them, to express a de-
gree of believe in the fact that a field is mined or not. In order
to automatize such a process in the case of utilization of image
data, it is needed to detect and translate the symbols he is using
in signal attributes, and more to communicate the results to a
non expert user. The key step is the identification of the domain
knowledge ontology. In this case the following concepts are
relevant:

• bare soil
• agriculture fields used and not-used
• roads fields used and not-used
• farms fields used and not-used

The domain knowledge in the field of sensor data shall be
transferred to the appropriate level to enable the communica-
tion. 

 

Military domain knowledge: mining

 

To increase the degree of goodness of classification of mine
fields, mining domain knowledge should be used. As example,
the important categories can be:

• road
• bridge
• power line
• access to narrow river site

The translation of these concepts in image symbols, i.e. struc-
tures and associated characteristic primitive attributes is a mo-
dality of knowledge communication. 

The following images presents a selection of instances ex-
tracted from an interactive session aiming at detection of fields
suspected to be mined using high resolution hyperspectral and
Polarimetric L Band SAR images (Fig. 5, Fig. 6, Fig. 7).   

The user was supported by the system who recorded the se-
quence of actions, selected automatically the weight of the in-
formation extracted from optical and SAR data, and the type of
information, either radiometric or structural.

It is known that the distinction between the perception of in-
formation as signals and symbols is generally not dependent on
the form in which the information is presented but rather on the
conjecture in which it is perceived, i.e. upon the hypothesis and
expectations of the user. Thus, the new technology requires a
different attitude of the user of remote sensing data for search-
ing or interpreting the image content. 

 

CASE B. Landing fields for small airplanes 

 

The user has at his disposal a collection of 66 high resolution

optical images (aerial photographs) and searches for areas
where landing with a small airplane would be possible. The pri-
or knowledge the user implicitly is using is a generic descrip-
tion of a landing field: a flat, smooth, solid and reasonable large
area. This description, by an interactive learning process, is
translated in image (signal) texture and reflectance features,
which are generalized over the whole image collection. In Fig.
8 an example of the result of such a search from the above men-
tioned demonstrator database is presented. 

Figure 5.  Site suspected to contain mined areas. 
SAR L band polarimetric image.

Figure 6.  Site suspected to contain mined areas. 
Hyperspectral image. 



 

CASE C. Study of dynamics of inhabited areas

 

The study of dynamics of inhabited areas requires in a prelim-
inary step the detection of build-up areas. The example in Fig.
9 shows the result of a query combined with a classification of
SAR (X-SAR) images from an collection of 110 scenes of
2048x2048 pixels. The result is obtained by interactive learning
the behavior of a build-up area using the estimated SAR back-
scatter and density of targets. 

Due to the flexibility of the system the number of possible
scenarios is very large. The reader is encouraged to experiment
the above mentioned on-line demonstrator http://www.ac-
sys.it:8080/kim, or http://isis.dlr.de/mining.

VII.     CONCLUSIONS

The field of human centered computing reaches the maturity
for integration in EO applications, helping the understanding
and exploration of image data is a highly complex task. We de-
veloped a new concept for image information mining and dem-
onstrated it for a variety of remote sensing applications. Image
information mining opens new perspectives and a huge poten-
tial for information extraction from remote sensing images and
the correlation of this information with the goals of applica-

tions. The user has fast, interactive and friendly access directly
to the information content of the images, can interactively add
value and evaluate the appropriateness of a sensor acquisition
and the feasibility of data for a certain application.

Figure 7.  The images present the result of user interactive and 
knowledge driven task solving for detection of areas of risk to be 
mined. Left: in red area of high risk and image detail for confirma-
tion. Right: top-detection of trees, bottom-detection of river. All 
classifications are obtained by fusion of information extracted 

from hyperspectral and PolSAR images.

Figure 8.  The images present the result of exploration of areas ap-
propriate for landing of a small aircraft. The system was able to se-

lect three images presumable correct, however the probabilistic 
nature of the search resulted also in an answer unlikely to be cor-

rect (he bottom-left image). 

Figure 9.  Example of detection of buildup regions using SAR (X-
SAR) observations. The result of the query the buildup regions are 
marked, thus the user can very fast and easily pre-evaluate the se-

lected images for further detailed interpretation. 
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